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LINEAR PARAMETER VARYING CONTROL FOR a:CTUATOR FAILURE

.JON(;-YEOFI SIIIN', N. EVA W[! t, AND (_]IRI_TIN1 _ BEI,CASTRO :_

Abstract. A robust linear parameter varying (LPV) control synthesis is carried out for an HiMAT

vehicle subject to loss of control effectiveness. The scheduling t)ar;_met('r is selected to be a flmction of the
estimates of the control effectiveness f_lctors. The estimates are provi, ted on-line by a two-stage Kalman

estimator. The inherent conservatism of the LPV design is reduced th, ough the use of a scaling factor on

the uncertainty block that represents the estimation errors of the eff(_ctiveness factors. Simulations of the

controlled system with the on-line estimator show that a sut)erior fault-tolerance can be achiev('d.

Key words, fault tolerant control system, fault parameter estimati()n, reconfigurable controller

Subject classification. Guidance and Control

1. Introduction. One of control schemes for a nonlinear system is a gain-scheduled linear paraIneter

varying control technique [13, 1, 7, 16]. This approach is particularly al,pealing in that a nonlinear plant is
treated as a linear paraIneter varying (LPV) system whose state-space matrices are flmctions of a schedul-

ing parameter vector. This allows linear control techniques to b(, applied to a nonlinear system. Several
researches on an LPV synthesis methodology allow the design of the gl,_t)al control law for an LPV system

over a parameter set which is bounded and measurable [13, 1, 7, l(i. An LPV controller synthesis is fl)rnnl-
lated into a linear matrix inequality (LMI) optimization problem. Ther( are LPV control synthesis nletho(ts

according to a flmctional fl)rm of an LPV system. The polytopic LPV control synthesis method [2] is used

fl)r an LPV system which is a polytopic function of a scheduling parameter vector. The affine LPV control

synthesis inethod [1] is applied to an affine LPV system, whose LMI constraints are evaluated at only vertex

points of an LPV system. The grid LPV control synthesis method [7, 16] is for an LPV system which is a
bounded function of a scheduling parameter vector. In the method, L_II constraints are evaluated at grid

points over parameter spaces. These methods can be converted to each other by increasing conservatism
to describe an LPV system. The grid LPV synthesis method h_s be,,n suecessflfily applied to synthesis

controllers for the pitch-axis missile autopilots[l?, 12], F-14 aircraft lat,,ral-directional axis during powered

approach[6, 4], turbofan engines [15, 5] and F-16 aircraft [14]. Sch(_duling parameters of these apt)lications

are physical parameters such as angle of attack, mach number, vt_locily, dynamic pressure, etc. Schedul-

ing parameters in LPV control synthesis are required to be measural,le and the variations of scheduling

parameters should be in a bounded set.
In this paper, actuator failures are modeled as an LPV system a_, functions of actuator effectiveness

parameters [9]. These paraineters are estimated as biases using an ;_ugmented Kahnan filter. A set of
eovariance-dependent forgetting factors is introduced into the filtering algorithm. As a result, the change in
the actuator effectiveness is accentuated to help achieve a more accur_te estimate more rapidly. The H_c

bounds on parameter estimation errors are assessed through simulati(_ns, which are then used as bounds

of real parameter uncertainty in the construction of a robust LPV c()ntrol law. Actuator faults can be

paranteterized as estimated fault effectiveness parameters. Thus, it is p(_ssible to formulate a fault tolerance

control design problem as an LPV control synthesis problem based on ,,stimated faults parameters.
Fault estimation errors and modeling uncertainties are tel)resented by an uncertainty block in tile con-

struction of a robust LPV control law. The structure of an uncertainty bl(,ck is not included in an conventional

LPV control synthesis methodology [7, 16]. A sealing factor on a uncertainty block can reduce conservatism

of the LPV synthesis [1]. In Ref.[1], it is formulated into a singh, optimization problem to find a scaling
factor and a control law to achieve a certain level of performance. The ( ptimization problem is not a convex

problem, which has unknown positive matrices X and Y related with .t control law and a scaling factor S

related with tile uncertainty block structure. The problem is solved by an iteration method of fixing X and

_" or a scaling factor S. In this paper, the problem is formulated into tw(. LMI optimizations: one is to design
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an LPV controller with giwm a scaling factor and the other is to deternfine a scaling tactor S with a given
control law. The problent is solved by an iteration method of fixing a control law instead of fixing variables

X and Y. This helps to find a sealing factor S for minimizing an indut:ed-_2 norm of the closed-loop system.

This paper contains the following sections. In Section 2, an LPV synthesis methodology used in this

paper is summarized. In Section 3, fault parameter estimation methods are presented. In Section 4, an LPV

controller for an aerospace vehicle is designed by using an LPV synthesis control nmthodology with a scaling

factor. In Se(:tion 5, the simulation results of the closed-loop system are t)resented and this t)aper concludes

with a brief smnmary in Section 6.

2. LPV Synthesis.

2.1. Problem Statements. In this section, a control synthesis problem is defined, based on an es-

timated parameter vector /) E T_n" su(:h as actuator effectiveness [9]. Actuator effectiveness paranleters

represent actuator failure cases (actuator damage). Suppose a(:tuator effectiveness parameter (',an be esti-
mated using the estimation me,thods presented in Section 3. A system dynmnics c.an be represente(t by an

LPV system according to an estimated scheduling parameter vector and estimation error bounds.

An LPV system can be represented as functions of an estimated scheduling parameter vector fi with an

uncertainty block A which captures parameter estimation errors and unmodeled dynamics. An LPV system
can be written as:

[ 11   lI ]0jCA C_(fi) D_(p) D_p(f) D_,_(fi)| dA
= Cv(f) D,,,,,(p) Dpp(p) Dv_,(p)| dv

[Cu (p) D._A(p) Dyp(p) u

, dA = Ae._, (2.1)

where x E TC'_ , eA E /_'_', ep E /_n_p y E j'_n_, d,x E _,*a dp E /_'_",, and u E /_'*=. All of the state-space
matrices are of appropriate dimensions.

An uncertainty block set A is defined as:

A = {A = diag(5lll,... ,a, In,A,,+l,... ,An+,,,):5i E R, Ai E Rt×t,#(A) <_ ,c_}, (2.2)

where 3 is norlnalized to 1 without loss of generality. There exists a scaling factor set S such that

S={S:S>O, SA=AS, SETU*_×'*_}. (2.3)

The input/output scaling matrices L -1/'2 and j1/2 are defined as

L-1/2 [S-0/2 0 ] ER(._+_,,)×(,_+,, ,) j1/2 [So2 0 ] Ei_(,_+,¢_)×(n_+n,,)" (2.4)

where S 1/2 ¢ ,..g and S -1/2 E S.

The induced £2-norm of a parameter dependent stable LPV system is defined as

Ilel12
Ilall_+--: - sup

v_,aE*::,,_:#oIldl12'

for zero initial conditions x(0) = 0.

Suppose there exists an LPV controller K(fi) which stabilizes an LPV system P(/_). The control synthesis

problem is:

nfin IIJ'/2(S)_(P(P), K(,a))m-'/"(8)ll2_2,
K(p), scs

(2.5)

where Fl(P(fi),K(fi)) means a lower linear fraction transformation (LFT). The optimization problem of

equation (2.5) is not convex in K(fi) and S. The problem is similar to a D-K iteration. In this paper, we

approach to the problem in a sinfilar manner of solving the D-K iteration problem[3].



2.2. Control Synthesis Methodology. In this section, a l)ro('edure of solving the t)robleni is l)re-
sented. There is an LPV control synthesismethodoh)gy in Ref. [1] with a scaling factor. In Ref. [1], an LMI

optimization can be formulated with unknown matrices X > O, ) > 0, and scaling factor matrices .11/',

and L -1/2. However, an LMI optimization probhml in Ilef. [1] has an e_tualit.v constraint. In this pap(,r, to

avoid an equality constraint, the augmented LPV svst(,iIl with the scaling matrices ,I l/'-' and L-l/2 is used

to design an LPV controller.
Suppose a scaling factor S is given. The augmentt,d LPV

,11/2 and L -1/'-' can t)e written as:

LC.,(p) D._,,(f) _,

ol)en-lo()p system with the scaling matrices

A(fi) B,(t_)L l/'_,
J1/2C1 (p) ,II/"Dll(DI L-I/"-

C9(_) D21 (filL 1/2 0 j ,,
(2.6)

where e = [e_ e,J,]"r and d = [d_ d_] T. With assumption that _)12(//) and J_)21(/)) are full cohmm and
row rank for all fi, respectively, an LPV control synthesis methodoh)gy in Hcf. [16, 7] can be us(,(l in this

pat)er. For the sake of (:omt)leteness, a brief summary of the LPV ('(mtr(,[ synthesis methodoh)gy in Ref. [16]

is presented in this section.
Using Q-R (h,conq)ositions[7] of matrices /)l_(f) and /)21 (p),)h(' _ugmented LPV system is rewri(ten

aS"

I_] F A (_) _I 1 (/)) Ul'2 (/_) J_2 (#)"

el IClI)(p) Dll,1(p) D1112(/_) 0
e., = |Cl=(p) Dtl _(P) D11'_2(p) I,,

['ldl

[d2]'

(2.7)

where d_ ¢ _'_ Tldl , d2 ¢ _"_, el ¢ 7_.''_ , and e_ E R'_. Matrices I)111_, Dill2, Dlt_l, Dl122, CI1, C12 are

of aI)propriate dimensions.
There exists an LPV controller K(fi) which leads to tile indu(:e(t-£_ norm of the closed-h)op system being

less than constant % The LPV controller K(p) (:an be constructed fl'om the solution matrices, X(fi) C TU*×"

an(t ]'(p) E 7"4"×_' which are calcula)ed by solving tile folh)wing LMI optimization.

rain "y, (2.8)
X(#),Y(_)

subject to

v'' (o ox_ _ B_(f)B_(f)

X(/)),4Z(p) -l-J[(D)X(/)) -_ z....,i=l',-i <')/5i]
C_ (f)X(f)

_, _/)r(f)

x(/')c;<'(f) _,"-'f_(_) 1

-I,,, , :,'-- I D[ i i. (p)]
"y-' D_'; ,.(_) -I,,_

< O, (2.9)

-A(f))'(p) + _-(_).U(p) + S]',"_,(__,or_ _ c_ (¢)c.,(f)

_-10(p)
-In,,, _-I DTI.I (fi)[ < o, (2.10)

Ix(p) _,,-'I. l
_f-'L, _'(t_) J > o,

(2.11)

where

x(p) > o, i(f) > o,

.4(p) - A(tS) - B_(p)Cv_(f), JD(p) - B_ (p) - B:(f)D_r_.(p),

A(p) - A(f) - Ul._,(p)C_(p), C:(p) - G(p) - n,_ .,(p)c_(p).



The definitions of matrices D112., Dll.l, D111. and D l i._ are taken from Ref. [16]. Also, the realization of
an LPV controller from the solution matrices X and }" are taken from Ref. [16].

The benefit of the LPV synthesis nmthodology is that there is no linfitation of an a.ffine functional form

of LPV system state-space matrices. Since the LMI constraints in equations (2.9)-(2.10) are evaluated at

grid points over all scheduling parameter spaces, an LPV system should be just a flmction of a scheduling

t)arameter. In this paper, we consider actuators are failed one at a time. In the failure case, the system

variations due to actuator failures can not be represented t)y an af[ine function of an actuator failure pa-

rameter vector. The disadvantage of the LPV control synthesis methodology is that robust stability over all

tmrameter spaces is not guaranteed unless choosing appropriate number of grid points.

Suppose there exists an designed LPV controller K(p) which stabilizes the augmented LPV system. The
closed-loop LPV system with a given controller is written as:

[ B,o,(R/S-'/-'
= |S'/='CL,,(p) S'/"DII,(p)S -1/2

L c=,, D2I_,(p)S -'/2

l F* ,l
S1/2D21,.,(p) I d,_x dA = Ae,5, (2.14)

where xct ---- [3:T Xk]T T.

Applying the Kalmm>Yakubovich-Popov (KYP) Lemma [9], the LMI optinfization is fornmlated to find

a scaling factor S. There exists an scaling factor S E S which leads to the induced-£., norm of the closed-loop
system being less than %. The scaling factor S can be determined solving tile following LMI optimization.

rain %. (2.15)
P>0,£'¢S •

where

[M11 PBI. +'_1 TC2_tD'21_I + cTI SDII t
-1 7' c

[ : "_'_ D.2I_tD21ct .-{-.,DTletSDllc, -

l T CirISDr2_l-PB2_I + _,_ C2_I D22_1 +
r _ DTj.,.tSD12_ _")_IDzl_.tD22 I +

-1DT_o DT2ctSD12_I I_s 2-ol D22_1 +

< 0 (2.16)

_t/ll = AT p -It-PA +/_ + _.;'C_],C.e_, + CIr_SC,,.,,

In the LMI constraint,, denotes a symmetric component.

The iteration procedure to solve the problem in equation (2.5) is follows:

1. Design an LPV controller K(fi) for a system from tile LMI optimization in equation (2.8) with fxed
S. At the first iteration, S is assumed as I.

2. Solve the LMI optimization problem in equation (2.15) over P(p) and S based on the closed-loop
system with the designed LPV c'ontroller K(fi).

3. Generate an augmented LPV system with the scaling factor S

Gi+l (p) S 2 S /'= G,(/_) , (2.17)

where Gi(fi) is an LPV model at the i th iteration.

4. Iterate over step 1 to 3 until convergence or terminate iteration based on satisfaction with a designed
LPV controller.

The iteration method can not guarantee finding global solutions of K and S since the problem in

equation (2.5) is not convex in K and S. Also, there is no guarantee of convergence in the iteration process.
In tile LPV synthesis methodology, the matrix P(fi) is related with the solution matrices X and Y of

equations (2.9)-(2.10). When a designed controller is fixed to calculate the scaling factor S, the matrix

P(fi) can be calculated from the solution matrices X and Y and fixed in the LMI optimization [16]. In this

paper, the matrix P(fi) is also set as an unknown matrix in tile LMI optimization in equation (2.15) to relax
the constraints of fixing the LPV controller K(/5). Thus, there are two LMI optimizations in the iteration

process.



3. Parameter Estimation. This section briefly <h,s(Tii)es the fori]mlati<m of a real parameter estima-

tion problen_, which, when sl)ecialized to the actuat<)r effectiveness estmlation, transfornls a fault (loss of

actuator effectiveness) tolerant control proi)lem to a robust LPV control problem. The deveh)t)ment of this

section follows that in Ref. [9].
The estimator is based on a linear discrete design mo(M of the fl)rn,:

//I

//i;

,1 [bd._ I d ..xk+l = A_.x_. + L 1 k "'" b.,,'_A. I •

iI It .
I t ,

(t x (3.1)+B kuk + u:k
d

= Adz# + E_"?k + B_.uk + u,_, (3.2)

0t.+l = "_- + u,;, (3.3)

_l (3.4)Yk = Ckxk + vk.

where xk E R n,, 7k E I:l n'', Uk E R n" and yr. E R n" are the state, bias, input, and outt)ut variables,

respectively. The discrete model can t)e obtained from a contiml()us model via, for example, the Euler's

rule with a sampling period T_, which preserves the fimctional dependence of the "B" matrix on 2,- The

bias vector "_ with component -1 _< 5,[, < 0 relates to a actuat(w failure paraineter. It is obvious that

E d = B d x diag{u_,. -. , u k'....}. w k, u,; and vk denote the white noise sequences of uncorrelated Gaussian
random vectors with zero means and covariance matrices Q_, Q_ and Ilk, respectively.

The minimum variance solution is obtained by a direct application of the two-stage Kahnan filter al-

gorithm of Keller and Darouach[8], with constant coefficient matrices in Ref. [8] replaced by time-varying
matrices. The filter is decoupled into four sets of equations. They givelJ as follows.

Optimal bias estimator

Pk_÷llk = Pk"lk 4- O_,

"_k+llk+l = "_qc+llk -t- K;'+I (rk+l -- H#4-I',k !'klk),

U;+l= PLllk/ L,l 
(Hk+llkP£'+,lkHL,ik + _g't.+, )-',

= (I - K _ "PkTllk+l a+l gt¢+l Ik)Pk+l IA'"

Bias-free state estimator

ffgk-f-llk = AdXklk "t- Bdl_k Jr IVl¢_klk -- l"k+ I Ik2"fklk,

-_ = ,di)_ :A,_,T Q_ ii-kp£1kil'i(P£+l!k .'_k a klkt'°k: + k +

_ i,)¢+1ikp£_+l ,TIklk+llk'

_k+ll_+_ = _+_1_ +/_'_+I(Y_+] - C_+_k_ _!_.),
:%X ~

/_k+l = pkX+llk(ed+l T d ~x d) {C_.+_P_+_:(C_._ _)T

+R_+_ }-_,

/)/¢X+l!k+l = (I -- /X'/_+ICd+I)P;+IIk ,

where the filter residual and its covariance are given as

d ~
f;k+l = Yk+l -- Ck+lXk+llk,

Sk+I d ~x d )7"= Ck+l P£+ 1 4- R#+Ii_(Ct.+_



Coupling equations

II:_. = A_Ii.l,, + E _k_

I'i.+,rk = WEP£'I,,(P_?+,Ik)-',
d

Hk+ll k = Ck+ llt.+llt.,

I),.+,lk+, = lk.+llt. - /_[_'-lHk+,lt ..

And finally the compensated state anti error eovariance estinmtes

d'k+llk+l = l:t.+,!t.+_ + lt.+llt.+_'}'k+_lt.+_,

Pk+,lk+, "_ I" P_ ,,T=Pk+llk+t 4- /,-+t k+l k+llk+l*k+llk+l"

A flmher measure is taken to modify the above filtering algorithm so that the estimates become more

responsive to abrupt changes in the control effectiveness factors.

A well known technique for estimating time-varying parameters is the use of forgetting factors. The

basic idea is to enable a recursive algorithm to discount tile past infornmtion so that the filter is more apt to

recognize the changes in the system. Since the time update of the bias estimate governed by "}k+llk = "}'klk is
the dominant opposing force to acknowledge the abrupt changes in the biases, forgetting factors introduced

into the time propagation equation Pk'+_lk = P£'tk + Q2 of the bias covariance is likely to flmction most
effectively.

Assume that covarianee Pkik adequately describes the bias estimation error along both temporal and
spaeial directions under the normal system operation condition. Then this covarianee provides a basis for

the selection of forgetting factors. The bias estimates should be prevented from being impetuous, as well

as fi'om being indifferent to the changes shown in the measurements. A technique suggested in F/el. [11]
amounts to select forgetting factors that would force the adjusted covariance in _Pk+llt" = Pt.'lt. 4- O_ t.o stay
within some prescribed bounds

O'minl _<:Pk'+llt" -< C&mxI, (3.5)

where a,,_i,, and amax are positive constants with 0 < o'mi n < Oma x < OC, and I is the identity matrix. Let

tile dyadic expansion of P_:'I*"be given by

II u

*'It" "t'(e_k (3.6)
i=1

wher(_ _['lt-' ""' n}, _ ... _ ,,,, , n,,t_t.ik are the eigenvalues of P£'lk with a[.}t. > > %lk' and e_....,e k are the corresponding

eigenvectors with lle_. II ..... lle_" II-- x. Equation (3,6)can then be expressed as

n. (ti ....

P;+,}k = Z _ e;te[')7 + Q;, 0 < A; _< 1.
i=1

Following the argument in Ref. [11], the forgetting factor A_. can be chosen as a decreasing function of

tile amount of information received in the direction e_. Since eigenvalue (tklk of P2lk is a measure of the

uncertainty in the direction of e_, a choice of forgetting factor A_ based on the above constraints can be

, -1 (3.7)
o nl_.x --Omi n ?

OZkl k OQnin "Jr" Ctmax O_kl k , ¢-rkl k _ O_max.

The estimation algorithm discussed in this section will be seen to have been applied successfully to a HiMAT
vehicle.

4. Example. In this section, the iteration process described in Section 2.2 is applied to control a
HiMAT vehicle for actuator failure cases. Recall it is assumed that actuators are failed one at a time. Thus,

the control reconfigurability of the HiMAT vehicle never goes to zero [10]. The system variations due to

actuator failures can be modeled as an LPV system, a fimction of an estimated scheduling parameter.



4.1. Linear Parameter Varying Model of HiMAT. The mo(M of the HiMAT vehM(' taken from

the p-synthesis Toolbox [3] has two inputs: elevons 6, and canards ?i,: two outt)uts: angle of atlack t_ in

radians and pitch angle 0 in radians; and four states: velocity I" in ft/sec, angle of attack, pitch raw q in

rad/se(:, and t)itch angle. The ot)en-h)ot) model is

= u = (4.1)

where

.4=
-0.(0)226 -36.6 -18.9 -32.1--1.9 0.98 0

| 0.012 -11.? -2.63 0
L 0 0 1 0

[0 01 l-0.414 0 C --:= -0 1 0 D = 02×.,. (4.2)
,B= l_77.8 22.4 ' 0 0 () '

Lo 0 j

A failure t)arameter vector r = [7 1 7-2]T is determined by the lwo actuator effectiveness I)arameters rl

and r2 of elevon and canard actuators, rest)ectively. Assume that the failure parameters linearly enter in the

model. The state-st)ace model of the HiMAT vehMe is written as

= Ax + B(r)u, y=Cx,

where A and C are constant matrices and B(r) = [blrl b2r2]. The vectors bl and b,, are the colunms of

B. The actuator failure parameters can be estiinated using the estima!ion method described in Section 3.

However, there is estimation error 5_ = [6_, 6r2] z. The actuator failure parameter vector r is written as

r=¢+6_,

where ¢ is an estimated vahm. The estimation error bound is assumed as V/_-_a_ _< 0.05 h)r each actuator

failure case. The matrix B(r) is rewritten as:

B(r)=B[¢l+O.()551 0 ] (4.3)0 % + 0.05& '

where the real uncertainty parameters 61 and (52 vary from -1 to 1, respectively.
The LPV model of HiMAT is

[o0] [0: 01= Ax + B r2 u + B 0.05 w,

z = u, y = Cx, (4.5)

w=Az, A= (f2 "

The LPV model in equation (4.4) is a linear function of a paramet(_r vector r. However, the parameter

vector r (:an not be chosen as a scheduling parameter since we consider that the actuators are failed one at

a time. Thus, rl and r._ can not be zero simultaneously. To describe the failure cases, a synthetic scheduling

parameter p is introduced as 0 s 15_< 2.

0_</)<1 : 0_<¢_ <1, ¢2=1

15=1 : ¢1 =1, ¢2=1

1<15_<2 : ¢,=1, 0<r2<l

(4.7)

Note that the LPV model of the HiMAT vehicle is not an affine functi( n of a scheduling parameter 15.
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FIG..1.1. Interconnection structure for the model matching problem.

4.2. LPV Controller Design. Tile control objective is to track a pitch angle coInmand at actuator

failure cases. A designed LPV controller should robustly stabilize the HiMAT vehicle over tile failure param-
eter variations. The controller synthesis problem is formulated as a model matching problem in Figure 4.1.

The ideal response model T_ of pitch angle is taken fronl the examt}le in the It-synthesis Toolbox [3].
The performance weighting function IVp and unmodeled dynamics It'7_ are also taken fi'om the example in

the It-synthesis Toolbox [3]. The sensor noise is modeled as white noise with 0.6 ° amplitude for angle of

attack and pitch angle measurements. The weighting functions in Figure 4.1 are

1-
s/0.8 + 1'

4_ s/50 + 1
lip = . Us/0.05 + 1'

s/5+ 1 L>x.>,
I,V,, = 02s/1000 + 1 - -
II;o_ = 0.0112×2.

Tile control synthesis problem of the HiMAT vehMe is formulated to minimize the induced-£e norm of the

augmented LPV system with the weighting functions.

To solve the control synthesis LMI optimization problem in equation (2.8), basis functions for X(15) and

}"(p) are required since X and 1" are assumed as functions of p.

{4.8)

where basis functions fi(f)) and .qj(f) are given before solving tile LMI optimization in equation (2.8) over

X_ and Yj. There is no analytic method to choose optimal basis flmctions for X and Y in general. The

functions fi(P) and gj(fi) are related with sensitivity of unknown matrices Xi and l}, respectively. In this
paper, the basis function set is defined as {1, 1/f,p} for X and Y to help tile LMI optimization for total

failure cases (rl = 0, T2 = 0). Note that it is not necessary to define that gj (f) is equal to fi (p). Since X and

Y are functions of f, the parameter rate bound is required to solve the LMI optimization in equation (2.8).

Recall that the scheduling parameter is an actuator failure parameter. Thus, for example, the scheduling
t}arameter can suddenly vary from 1 (no failure case) to 2 (total canard failure case). In this paper, tile

parameter rate bound is a.ssumed as 1/51< 100 to capture sudden variations of the scheduling parameter.

To make the LMI ot}timization computationally tractable, the LMI constraints are evaluated at the

following grid points:

fi • {pl0.01, {}.1, 0.2, ... , 1.9, 2}.
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vahtesin the LMI optimizationm cqua/um ,2.8)

Iteration ", S

1 1.23 diag([1,1,1,1])

2 0.71 diag([0.497, 0.168, 1.186. 1.277])

3 0.60 diag([1.404, 1.289. 1.801. 1.453])

4 0.54 diag([1.580.2.193, 2.100, 1.187])

5 0.85 diag([2.007, 1.430, 2.506. 1.849])

Also, the saIne grid points are used to solve the LMI optimization in equation (2.15). To solve the LMI

optimization in equation (2.15), the basis flmction set for P is required Since the inatrix P is related with

X and }', the basis flmction set for P is chosen as {1, 1//5,/5}.

In this paper, the scaling factor S is assumed as constant ow_r all scheduling parameter variations. The _,

values and the scaling factor S for each iteration are written in Table 4.2. The scaling factor S is associated

with the uncertainty block A which is

A = diag([dl, 62, 3d_, (_,,]).

Recall that the real uncertainty parameters _1 and 3u are associated wit h eleven and canard actuator failure

parameters, respectively. Tile multiplicative uncertainty parameters t_,r, and 6ca, are also associated with

eleven and canard control channels in Figure 4.1.

The iteration process is stopped at the 5 th iteration since the _ value at the iteration is greater than

the previous iteration. Recall that tile iteration process is not guaranteed to be converged. However, the

performance index 7 in the LMI optimization of equation (2.8) is significantly reduced from 1.23 to 0.54 bv

using tile scaling factor S. In the remainder of this paper, the LPV controller for the HiMAT vehicle denotes

the designed LPV controller at the 4 th iteration.

i i I i p i I

01°ts--\ S --,.i,ur.,dea,
0 _"

IIO 115 210 215 3j i0 5 0 35
T I i 1 I

-- failure- - without failure
f.--____

4O

-_ o0.5[ , , _I_-0.5

-10 5 10 1'5 20 2'5 30 35 40

| - - w. .outf ..reli, 1o 1, 3o ,o
I

-- failure
- - without failure

0 5 10 15 20 25 30 35
time (sec)

4O

R<;. 5.1. The LPV controller simulations with and without actuator failures.



5. Simulations. Ill this section, tile designed LPV controller is applied to control the HiMAT v(qficle

for pro-defined failure scenarios. One of the faihn'e scenarios is that a total canard failure occurs 1 and 10

seconds and a total eleven failure occurs between 20 and 40 seconds. The scheduling parameter correst)onding

to the failure scenario is:

0.01, 1 < t < 10see,
p = 1.00, 0 _< t < 1 sec, 10 < t < 20 sec (5.1)

2.00, 20<t_<40sec.

For dm purpose of eolnparison, the LPV controller for the HiMAT vehicle is sinmlated both with and without

actuator failures. The simulation results are shown in Figure 5.1. The pitch angle commands are given as

10 ° at 1 sec, 0 ° at 10 see, and 10 ° at 20 see, sequentially.

In this simulation, the scheduling parameter corresponding to the true failure parameters, as shown in

the bottom of Figure 5.1 is fed into the LPV controller. It is observed that the LPV controller achieves the

desired goal of tracking pitch commands in the presence of actuator failures. It can be seen from the second

and the third plots in Figure 5.1 that the LPV controller always relies on the healthy actuator to track the

pitch commands abandons the failed actuator. For exaInple, the LPV controller keeps the eleven actuator

signals close to zero at the elewm actuator failure case.

The LPV controller is also simulated for the same faulty system as described in equation (5.1) but with

b(mnded real parameter perturt)ations: Ap = diag([(fz, _u]), It_pll _< 1. Two examples of simulations with

perturbations are shown in Figure 5.2. "pertl" and "pert2" in Figure 5.2 denote the cases [g_ _2] = [1 1] and

1

lO

5

o

0 5

1 i" T T

L. /
1 !. J. J

10 15 20 25

'1 1

perll

30 35 40

10

5

0

i i t I

/
I I I ! I

5 10 15 20 25
I

3O

-- pert2
ideal

35 40

10

"0v 5

- - ideal

i i i i i

I I I I I

5 10 15 20 25
time(see)

0

0 35 40

FIG. 5.2. Time responses o/ pitch angle with LPV and H_ controllers.

[(_1 (_:2] = [--1 - 1], respectively. The siinulation results show ttmt the LPV controller can robustly stabilize

the perturbed system and achieve the desired performance level of tracking the pitch angle commands.

For the purpose of comparison, a fixed H_c controller is designed at p = 1 (without failures) using

jz-synthesis Toolbox [3] with the same weighting flmctions described in Section 4. The closed-loop response

with this Ho_ controller is also simulated for the actuator failure scenario of equation (5.1), and shown in the

10



l)ottonl plots (ff Figure 5.2. It can be seen that the Hx controller can achieve the desired twrfi)rmance level
when canard fails(1 _< t < 10 see). The H_ controller cannot, however, achieve the desired perfin'nmnce level

at the elevon failure. This is consistent with the finding through r(wonligurability calculation [10] that the

canards are less effective in controlling the pitch movement than elevons, and that loss of eleovn effoctiveness

can significantly affect tracking the pitch commands.

The control signals of the LPV and H_ controllers are plotted in Figure 5.3 for the same failure scenario.

Since the control signals of the LPV controller are the sanw with or without perturbations, only simulation

2

0_

--2

-4i

g
>o -6

_8

-- pert1 ]

-,0
i

-12 ]
0 5

I I I I I I l

-1

I I J 215 I I10 15 20 30 35 40

3

_ 2
tO

8

0 _'

0

f

f - pert1
_ _ pert2

H

1'0 1'5 2'0 2'5 30 35 40

time(sec)

FIG. 5.3. Control signals for each actuator with the LPV a_d H_c controllers.

results with "pertl" and "pert2" are plotted in Figure 5.3. It can be observed from Figure 5.3 that the

elevon signals of the H_ controller are significant despite the failure of 1he elevons, while the elevon signals
from the LPV controller are insignificant and the canard signals are to compensate the elevon failure in

Figure 5.3.
Now, the fault, parameters are estimated with an on-line estimator that is integrated into the LPV

controller as shown in Figure 5.4. The on-line estimator in Figure 5.4 has two parts: one is a two-stage

discrete Kalman filter and the other carries out a simple logic of equation (4.7) that converts the bias

estimates to the corresponding scheduling parameter estimate. The following set of parameter vahles are

used in the the two-stage Kalman filter. Sampling time is set at 0.01 s(.c t.o capture the response details of

the open-loop dynamics of the vehicle. The covariance matrices Qi'i, QI' and R2 described in Section 3 are
set as constant matrices with vahms:

Q*k = 3diag([1, 0.012, 0.012,

Q_ = 3diag([O.052, 0.052]),

R_ = 3diag([O.012, 0.012]).

0.0VI),

The covariance matrices affect the convergence of the estimator an(t the noise level considered in the control

synthesis in Section 4. The initial values of estimated state Xolo and bi;tses "}olo are set, as [0 0 0 0] 7` and

[0 0] T. The initial covariance matrices Polio and Polo are set at 1019 and 1014. It is found that the estimates

11
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FI(_. 5.4. Simulation block diagram of a closed-loop system with an on-line estimator.

TABLI_;5.1

Different sets of the varying forgetting factors

Case -_0 (it rn in (ltm+_x

1 0.90 10 100

2 0.95 10 100

3 1.00 10 100

4 1.00 10 6 10 7

are sensitive to the selection to its initial values, but insensitive to the selection of its initial error covariances.

The most delicate part of the bias estimation lies with the selection of values for Ao, _rmin and (_,,_x in

equation (3.7). This is done by experinmnts and with little theoretical guidance. Different sets of values in

Table 5 have been attemt)ted. The fault t)arameter on-line estimate results are shown in Figure 5.5. It is

obvious that bias estimation results vary in different cases studied. From the top plots of Figure 5.5, it is

noticed that the value of )% affect on convergence rate of estimation. When ,_o is set as 1 at Case 3, the

bias estinmte is not convergent at canard failure situation. For this case, the two fault parameter estimates

are strongly coupled that can cause false identification of faults. In Cases 1, 2 and 4, initial transients in

estimates are visible, since the canards are less effective in controlling pitch angle. It is unknown how the

control surface effectiveness is directly related with the transient behavior of the parameter estimator of the

two-stage Kalman filter. For Case 4, the covariance matrix P_ is immediately high value after one step

integration since C+min is defined as 10 6. It is founded from the results of Case 4 that the high value of the

covariance matrix P_ leads to good estimate of the scheduling parameter.

Simulation results at Case 1 are shown in Figure 5.6. "TV" and "VFF' in Figure 5.6 denote that the

LPV controller is evaluated at the true values (TV) of the failure parameters and at the estimated failure

parameters with a variable forgetting factor (VFF), respectively. It is important to note that the LPV

controller evaluated at the estimated parameter can achieve the desired performance of tracking the t)itch

commands. The difference in tracking performance between using the estimated parameter and the true

parameter is very small at the steady state. The tittle delay and transient in the estimate has not formalized

in the LPV control synthesis process. We currently rely on the robustness of the LPV controller.

The delay, though undesirable, is helpful in satisfying the rate bounds on the scheduling parameter,

which is one of the assumptions of the LPV control synthesis methodology. Large delays in fault parameter

estimates can be detrimental to the stability of a closed-loop system. This is a subject of future study.

12
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6. Conclusion. In this paper, the LPV controller is designed based on the estimated scheduling param-

eter. The system variations due to actuator failures are modeled as functions of estimated parameters and

bounded parameter estimation errors. An LPV controller synthesis pro],lem with bounded parameter errors
is formulated into two LMI optimizations: one is an LPV control syw hesis problem with fixing a scaling

factor on a uncertainty block and the other is to find a scaling factor given a control law. The optimization

problem is solved by an iteration method. The performance level of the closed-loop system with the designed
LPV controller is reduced by the iteration method.

The iteration approach of the LPV synthesis methodology is applied to control of the vehicle at actuator
failure cases. It is assumed that the actuators are failed one at a time. Actuator failure parameters of

the vehicle are estimated a_s biases using an augmented Kalman filter. The LPV controller evahmted at

the estimated failure parameter is simulated with the plant model whi(h varies as true values of the failure

parameter. The simulation results show that the LPV controller achieves the desired performance level of

tracking pitch angle commands for actuator failure cases and robustly ,_tabilizes the vehicle.
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